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ABSTRACT
Recent advances in click model have positioned it as an attractive method for representing user preferences in web search and online advertising. Yet, most of the existing works focus on training the click model for individual queries, and cannot accurately model the tail queries due to the lack of training data. Simultaneously, most of the existing works consider the query, url and position, neglecting some other important attributes in click log data, such as the local time. Obviously, the click through rate is different between daytime and midnight. In this paper, we propose a novel click model based on Bayesian network, which is capable of modeling the tail queries because it builds the click model on attribute values, with those values being shared across queries. We called our work General Click Model (GCM) as we found that most of the existing works can be special cases of GCM by assigning different parameters. Experimental results on a large-scale commercial advertisement dataset show that GCM can significantly and consistently lead to better results as compared to the state-of-the-art works.

Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Retrieval Models; H.3.5 [Information Storage and Retrieval]: Online Information Services; G.3 [Probability and Statistics].
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1. INTRODUCTION
Utilizing implicit feedback is one of the most essential techniques for a search engine to better entertain its millions or billions of users. Implicit feedback can be regarded as a vector of attribute values, including the query text, timestamps, localities, the click-or-not flag, etc. Given a query, whether user clicks a url is strongly correlated with the user’s opinions on the url. Besides, implicit feedback is readily available. Terabytes of such data is produced every day, with which a search engine can automatically adapt to the needs of users by putting the most relevant search results and advertisements in the most conspicuous places.

Following T. Joachims [13] in 2002, implicit feedback such as click data has been used in various ways: towards the optimization of search engine ranking functions (e.g. [4] [3] [6]), towards the evaluation of different ranking functions (e.g. [5] [12] [14]), and even towards the display of advertisements or news [1] [19]. Most of the works above rely on a core method: to learn a click model. Basically, the search engine logs a large number of real-time query sessions, along with the user’s click-or-not flags. This data is regarded as the training data for the click model, which will be used for predicting the click through rate (CTR) of future query sessions. The CTR can help improve the normalized discounted cumulative gain (NDCG) of the search results (e.g. [6]), and play an essential role in search auctions (e.g. [9] [2]).

However, clicks are biased with respect to presenting order, reputation of sites, user-side configuration (e.g. display resolution, web browser), etc. The most substantial evidence is given by the eye-tracking experiment carried out by T. Joachims [14] [15], in which it was observed that users tend to click web documents at the top even if the search results are shown in reverse order. All of these show that it is desirable to build an unbiased click model.

Recently, a number of studies [19] [7] [8] [6] [10] have attempted to explain the position-biased click data. In 2007, M. Richardson et al. [19] suggested that the relevance of a document at position i should be further multiplied by a term x_i, and this idea was later formalized as the examination hypothesis [7] or the position model [6]. In 2008, N. Craswell et al. [7] compared this hypothesis to their new cascade model, which describes a user’s behavior by assuming she scans from top to bottom. As the cascade model takes into account the relevance of urls above the clicked one, it outperforms the examination hypothesis [7].

In 2008, G. Dupret et al. [8] extended the examination hypothesis by considering the dependency on the positional distance to the previous click in the same query session. In 2009, F. Guo et al. [10] and O. Chapelle et al. [6] proposed two similar Bayesian network click models, that generalized the cascade model by...
analyzing user behavior in a chain-style network, within which the probability of examining the next result depends on the position and the identity of the current document.

Nevertheless, despite their successes, previous works have some limitations. First, they focus on training the click model for each individual query, and cannot accurately predict tail queries (low-frequency queries) due to the inadequate training data. Second, the aforementioned models only considered the position-bias, neglecting other bias such as the local time (Figure 1) and the user agent (Figure 2), which are parts of the session-specific attributes in the log. We remark that the clicks through rate in these two graphs are averaged over all the advertisements from Jul. 29th to Jul. 31st, 2009 in a commercial search engine. This type of phenomenon has also been observed by D. Agarwal et al. [1] in predicting clicks for front page news of Yahoo!.

Based on these observations, it is fairly straightforward to build a click model on multiple attribute values shared across queries, instead of building models for individual queries. This may bring us the generalization to predict tail queries despite the lack of training data for a single query. Furthermore, we believe some other attributes are very important for click prediction and can be further incorporated to improve the accuracy. But how to accurately model the impact of different attribute values on the final prediction is a challenging problem.

In this paper, we propose a General Click Model built upon a Bayesian network and we employ the Expectation Propagation method [16] to perform approximate Bayesian inference. Our model assumes that users browse urls from top to bottom, and defines the transition probabilities between urls based on a list of attribute values, including the traditional ones such as “position” and “relevance” and our newly-designed ones such as the “local hour” and the “user agent”. In summary, we highlight GCM with the following distinguishing features:

- **Multi-bias aware.** The transition probabilities between variables depend jointly on a list of attributes. This enables our model to explain bias terms other than the position-bias.
- **Across-query learning.** The model learns queries altogether and thus can predict clicks for one query – even a new query – using the learned data from other queries.
- **Extensibility.** The user may actively add or remove attributes applied in our GCM model. In fact, all the prior works mentioned above can reduce to our GCM as special cases when only one or two attributes are incorporated.
- **One-pass.** Our click model is an on-line algorithm. The posterior distributions will be regarded as the prior knowledge for the next query session.
- **Application to ads.** We have demonstrated our click model in the CTR prediction of advertisements. Experimental results show that our click model outperforms the prior works.

In each query session, there is a sequence of urls, denoted by $U = \{u_1, ..., u_M\}$ where the smaller subscript represents a higher rank, i.e. closer to the top. For regular search results, $M$ is usually set to 10; while for ads data, $M$ varies for different queries.

In the query session, each display of a url is called a url impression, which is associated with a list of attribute values, such as the user’s IP address, the user’s local time and the category of the url.

Now, we will introduce some prior works concerning click models, which fall into two categories: examination hypothesis and cascade model.

### 2.1 Examination Hypothesis

The examination hypothesis assumes that if a displayed url is clicked, it must be both examined and relevant. This is based on the eye-tracking studies which testify that users are less likely to click urls in lower ranks. In other words, the higher a url is ranked, the more likely it will be examined. On the other hand, the relevance of a url is a query-document based parameter which directly measures the probability that a user intends to click this url if she examines it. More precisely, given a query $q$ and the url $u$ at position $i$, the examination hypothesis assumes the probability of the binary click event $C$ as follows:

$$P(C = 1|q, u, i) = \frac{P(C = 1|u, q, E = 1) \cdot P(E = 1|i)}{\tau_{u,q}}$$

Notice that (1) applies a hidden random variable $E$ which denotes whether the user has examined this url.

In general, the examination hypothesis makes the following assumptions: if the user clicks it, then the url must have been examined.
examined; if the user has examined the url, the click probability only depends on the relevance \( r_{u,q} \); and the examination probability \( x_i \) depends solely on the position \( i \).

Based on the examination hypothesis, three simple models studying \( r_{u,q} \) and \( x_i \) have been introduced: the Clicks Over Expected Clicks (COEC) model [20], the Examination model [6], and the Logistic model [7]. They have been compared in [6] and experimentally proved to be outperformed by the cascade model.

An important extension of the examination hypothesis is the user browsing model (UBM) proposed by G. Dupret et al. [8]. It assumes the examination \( E \) depends not only on the position \( i \) but also on the previous clicked position \( l \) in the same query session (\( l = 0 \) if not existed).

\[
P(C = 1|q,u,i,l) = \frac{P(C = 1|u,q,E = 1) \cdot P(E = 1|i,l)}{r_{u,q}}
\]

\[ (2) \]

### 2.2 Cascade Model

The cascade model [7] differs from the examination hypothesis above in that it aggregate the clicks and skips in a single query session into a single model. It assumes the user examines urls from the first one to the last one, and the click depends on the relevance of all the urls shown above.

Let \( E_i, C_i \) be the probabilistic events indicating whether the \( i \)th url \((1 \leq i \leq M)\) is examined and clicked respectively. The cascade model makes the following assumptions:

- \( P(E_i) = 1 \)
- \( P(E_{i+1} = 1|E_i = 0) = 0 \)
- \( P(E_{i+1} = 1|E_i = 1, C_i) = 1 - C_i \)
- \( P(C_i = 1|E_i = 1) = r_{u,q} \) where \( u_i \) is the \( i \)th url

in which the third assumption implies that if a user finds her desired url, she immediately closes the session; otherwise she always continues the examination. The cascade model assumes that there is no more than one click in each query session, and if examined, a url is clicked with probability \( r_{u,q} \) and skipped with probability \( 1 - r_{u,q} \). Thus,

\[
P(C_i = 1) = r_{u,q} \prod_{j=2}^{i-1} (1 - r_{u,j})
\]

\[ (3) \]

Based on the cascade model, two Bayesian network models have been proposed in 2009, both aiming at modifying the third assumption \( P(E_{i+1} = 1|E_i = 1, C_i) = 1 - C_i \), and allowing multiple clicks in a single session. We will separately introduce these two models in the following subsections.

#### 2.2.1 Click Chain Model (CCM)

The click chain model is introduced by F. Guo et al. [10]. It differs from the original cascade model in defining the transition probability from the \( i \)th url to the \((i + 1)\)th. CCM replaces the third assumption in cascade model with the following:

- \( P(E_{i+1} = 1|E_i = 1, C_i = 0) = \alpha_1 \)
- \( P(E_{i+1} = 1|E_i = 1, C_i = 1) = \alpha_2 (1 - r_{u,q}) + \alpha_3 r_{u,q} \) \[ (5) \]

where \( \alpha_1, \alpha_2, \alpha_3 \) are three global parameters independent of the users and the urls. CCM assumes that if the url at position \( l \) has been examined, the user clicks it according to the relevance \( r_{u,q} \) as usual; if the user chooses not to click, the probability of continuing is \( \alpha_1 \); if the user clicks, the probability to continue ranges between \( \alpha_2 \) and \( \alpha_3 \), depending on the relevance \( r_{u,q} \).

CCM assumes that \( \alpha_1, \alpha_2, \alpha_3 \) are given and fixed, and then leverages the Bayesian inference to infer the posterior distribution of the document relevance \( r \). Under the infinite-chain assumption the authors derived a simple method in computing the posterior, which enables CCM to run very efficiently.

#### 2.2.2 Dynamic Bayesian Network (DBN)

The DBN model proposed by O. Chapelle and Y. Zhang [6] is very similar to CCM, but differs in the transition probability:

- \( P(E_{i+1} = 1|E_i = 1, C_i = 0) = \gamma \)
- \( P(E_{i+1} = 1|E_i = 1, C_i = 1) = \gamma (1 - s_{u,q}) \) \[ (7) \]

\( \gamma \) is a pre-defined parameter, and \( s_{u,q} \), in place of \( r_{u,q} \), is the measurement of the user’s satisfaction on the actual content of \( u_i \) given query \( q \). It is emphasized in [6] that a click does not necessarily imply the user’s satisfaction on the content, instead, the user may have been attracted by some misleading abstracts. Therefore, the introduction of \( s_{u,q} \) is to depict the actual relevance, rather than the perceived relevance \( r_{u,q} \). Both values are estimated by applying the expectation-maximization algorithm in their paper, while there exists a Bayesian inference version to the model that is very similar to DBN on [17].

### 3. GENERAL CLICK MODEL

We now introduce our General Click Model (GCM). Basically, it is a nested structure. The outer model in this nested structure is a Bayesian network, in which we assume users scan urls from top to bottom. The transition probabilities in this network are controlled by our inner model. Specifically, each individual probability is defined as summation of parameters, each corresponding to a single attribute value. This nested structure enables GCM to overcome not only the position-bias, but also other kinds of bias in learning the relevance and predicting the clicks.

#### 3.1 The Outer Model

The outer Bayesian network of the General Click Model is illustrated in Figure 4, and the flow chart of the user behavior is given in Figure 3. The subscript goes from 1 to \( M \), where \( M \) is the total number of urls on this page. As before, we define two binary random variables \( C_i \) and \( E_i \) that indicate whether the user clicks or examines the url on the \( i \)th position. In addition, we employ three continuous random variables at each position, \( A_i, B_i \) and \( R_i \). The continuous behavior of \( A_i, B_i \) and \( R_i \) will enable GCM to handle not only the position-bias but other kinds of bias in learning the relevance and predicting the clicks.

We assume the user examines the displayed urls from position \( i = 1 \) to \( i = M \). After examining url \( u_i \), the user chooses to click it if and only if \( R_i > 0 \). Either way, the user will continue to examine the next url \( u_{i+1} \) with some probability: if \( u_i \) has been clicked \( (C_i = 1) \), the user will examine \( u_{i+1} \) if and only if \( A_i > 0 \); if \( u_i \) has not been clicked \( (C_i = 0) \), the user will examine \( u_{i+1} \) if
3.2 The Inner Model

When a query session is initiated with query $q$ and urls $U = \{u_1, \ldots, u_q\}$, the attributes the search engine holds are far beyond the url and the query themselves. We separate the session-specific attributes into two categories:

- The user-specific attributes: the query, the location, the browser type, the local hour, the IP address, the query length, etc. We denote their values by $A_1^{user}, \ldots, A_s^{user}$.
- The url-specific attributes: the url, the displayed position ($i$), the classification of the url, the matched keyword, the length of the url, etc. For a specific url $u_i$, we denote these attribute values by $f_{1user}, \ldots, f_{suser}$.

As an illustration, if we take five attributes into account: the query, the browser type, the local hour, the url, and the position, we have $s = 3$, $t = 2$. For a specific url impression on position 2, we may have the following values:

- $f_{user}^{1user} = $ "Microsoft Research"; $f_{user}^{2user} = $ "IE"; $f_{user}^{3user} = $ "7pm;"
- $f_{url}^{1} = $ "research.microsoft.com", $f_{url}^{2} = $ "2."

At this point, we assume that attributes are all of discrete values. Furthermore, we assume each value $f$ is associated with three parameters $\theta^A_f, \theta^B_f, \theta^R_f$, each of which is a continuous random variable. We define:

$$A_i = \sum_{j=1}^{s} \theta_{juser}^A + \sum_{j=1}^{t} \theta_{jurl}^A + err$$

$$B_i = \sum_{j=1}^{s} \theta_{juser}^R + \sum_{j=1}^{t} \theta_{jurl}^R + err$$

$$R_i = \sum_{j=1}^{s} \theta_{juser}^B + \sum_{j=1}^{t} \theta_{jurl}^B + err$$

where $err$ is an error term satisfying $N(0, 1)$ distribution. For simplicity of explanation, we define $\theta = \{\theta^A, \theta^B, \theta^R|f\}$ where $f$ enumerates from all distinct attribute values. Besides error terms, we treat $A_i, B_i$ and $R_i$ as summations of $s + t$ parameters in $\theta$, and those parameters satisfy independent Gaussian distributions. We emphasize that variables in $\Phi$ are defined for a specific query session, while parameters in $\Theta$ are defined across sessions. We will next use the Bayesian inference to learn the distributions for those parameters.

3.3 The Algorithm: On-line Inference

Our algorithm is built upon the Expectation Propagation method [16]. Given the structure of a Bayesian network with hidden variables, EP takes the observation values as input, and is capable of calculating the inference of any variable. We simply assume an EP calculator $G$ exists while the detailed algorithmic design can be found in [16] [18].

Algorithm: The General Click Model

1. Initiate $\theta = \{\theta^A, \theta^B, \theta^R|f\}$ and let each parameter in $\Theta$ satisfy a prior $N(0, 1/(s + t))$.
3. For each session $s$:
   4. $M \leftarrow $ number of urls in $s$
   5. Obtain the attribute values $F = \{f_1^{user}, \ldots, f_t^{user}\} \cup \{f_1^{url}, \ldots, f_t^{url}\}$
   6. Input $\{\theta^A_f, \theta^B_f, \theta^R_f|f \in F\} \subset \Theta$ to $G$ as the prior Gaussian distributions.
   7. Input the user’s clicks to $G$ as observations.
   8. Execute $G$ to measure the posterior distributions for $\{\theta^A_f, \theta^B_f, \theta^R_f|f \in F\}$, and update them in $\Theta$.
9. End For
As stated previously, we assign each parameter in Θ a Gaussian distribution, and update this distribution in the assumed-density filtering mechanism [16]: for each query session, the calculated posterior distributions will be used as prior distributions for the next query session.

At the beginning of the algorithm, we assume all parameters in Θ satisfy a default prior Gaussian distribution, say N(0,1/(s + t)), for all distinct values f. We assume the nested Bayesian network (described in section 3.1 and 3.2) has been constructed and the Bayesian inference calculator G is properly set.

We will process the query sessions one by one. For each coming session we obtain its attribute value list

\[ F = \{ f_1^{\text{user}}, ..., f_s^{\text{user}} \} \cup \{ f_{l,i}^{\text{url}}, f_{l,i}^{\text{url}} \}_{i=1}^{M} \]

and retrieve their corresponding parameters in Θ as prior Gaussian distributions for G, along with the click-or-not flags. G will calculate the posterior Gaussian distributions of θ_{l,1}, θ_{l,2} and θ_{l,3} for each related attribute value in F. The inferred posterior Gaussians are saved for the next iteration.

Note that if M is fixed, the Bayesian network structure stays fixed throughout the algorithm. Though values f_{l,i}^{user} and f_{l,i}^{url} vary from session to session, however, the structure of the Bayesian factor graph remains unique. In some other words, for example, A_1 is always the summation of s + t Gaussians and an err term. This behavior enables us to pre-calculate the Bayesian inference formula for G and speed up the on-line inference calculation, for example using software Infer.NET [18]. If M varies, such as for advertisement data, we may build M different calculators G_1, G_2, ..., and classify the query session according to the corresponding value M.

3.4 Reduction from Prior Works

In this section we will see that all prior models we mentioned in Section 2 can be regarded as special cases of GCM, and this is why our model is named General Click Model.

As shown above, prior models give the transition probabilities explicitly, such as r_{ui,q}. Instead, we model them as continuous random variables A_l, B_l and R_l and defined each of them as the summation of a list of parameters in Eq. (13). The following lemma connects prior works to our continuous-random-variable definition.

**Lemma:** If we define an attribute value f to be the pair of query and url f = (u_i, q), the traditional transition probability

\[ P(C_l|E_l = 1) = r_{u_i,q} \]

can reduce to

\[ P(C_l|E_l = 1, R_l = 1) = \mathbb{I}(R_l > 0) \]

if we set R_l = θ_{l,1} + err and θ_{l,1} is a point mass Gaussian (also known as the Dirac delta distribution) centered at \( F^{-1}(r_{u_i,q}) \), where F is the cumulative distribution function of N(0,1).

**Proof:** Assume the probability density function of N(0,1) is p(x), we make the following calculation:

\[
P(C_l = 1|E_l = 1) = \int_0^\infty p(x) \cdot \mathbb{1}(x + F^{-1}(r_{u_i,q}) > 0) dx = \int_{-F^{-1}(r_{u_i,q})}^\infty p(x) dx = r_{u_i,q} \]

Similarly, this lemma can be extended to A_l and B_l. We will next adopt the lemma and re-write Eq. (13) in the form that prior models can reduce to our GCM, with the restriction that all Gaussian distributions degenerate to point mass Gaussians.

3.4.1 Examination hypothesis

The traditional examination hypothesis assumes that the click probability is the multiplication of a position-based examination rate \( x_{i+1} \) and a relevance-based click rate \( r_{u_i,q} \) (see Eq.(1)). In GCM, if

\[ P(B_l > 1) = P(A_l > 1) = x_{i+1}; P(R_l > 0) = r_{u_i,q} \]

we immediately arrive at the examination hypothesis Eq.(1) according to Eq. (8) ~ (12). To achieve this we define two attributes \( f_1 = i + 1 \) and \( f_2 = (u_i, q) \). According to the lemma, we fix parameters \( \theta_{f_1}^A, \theta_{f_1}^B \) and \( \theta_{f_2}^R \) to the point mass Gaussians centered at \( F^{-1}(x_{i+1}) \), \( F^{-1}(x_{i+1}) \) and \( F^{-1}(r_{u_i,q}) \) respectively. Then, Eq. (14) will be achieved if we define the following in Eq. (13):\(^2\)

\[ A_i = \theta_{f_1}^A + err; B_i = \theta_{f_1}^B + err; R_i = \theta_{f_2}^R + err \]

Its extension, the user browsing model (UBM) [8] can similarly reduce to GCM, by letting \( P(A_l > 1) = x_{i+1,l} \) and \( P(R_l > 0) = r_{u_i,q,l} \), where l is the distance to the previous click. The only modification we need is to set \( f_1 = (i + 1, l) \). Under such configuration, we arrive at Eq. (4) and Eq. (5) with the following:

\[ A_i = \theta_{f_1}^A + err; B_i = \theta_{f_1}^B + err; R_i = \theta_{f_2}^R + err \]

In the click chain model (CCM), \( \alpha_1, \alpha_2 \) and \( \alpha_3 \) are global constants. We define a dummy attribute \( f_1 \) and let \( \theta_{f_1}^A, \theta_{f_1}^B \) be point mass Gaussians centered at \( F^{-1}(\alpha_1) \), while \( f_2 = (u_i, q) \) and \( \theta_{f_2}^R \) are as before. Then, we add a new parameter \( \theta_{f_3}^R \), a point mass Gaussian centered at \( F^{-1}(\alpha_2(1 - r_{u_i,q}) + \alpha_3 r_{u_i,q}) \). Under such configuration, we arrive at Eq. (4) and Eq. (5) with the following:

\[ A_i = \theta_{f_1}^A + err; B_i = \theta_{f_1}^B + err; R_i = \theta_{f_2}^R + err \]

In the dynamic Bayesian network (DBN) model, \( \gamma \) is a global constant. We again define a dummy attribute \( f_1 \) and let \( \theta_{f_1}^A, \theta_{f_1}^B \) satisfy the point mass Gaussian at \( F^{-1}(\gamma) \). Then, we define \( \theta_{f_2}^R \) to be point mass Gaussian at \( F^{-1}(\gamma(1 - r_{u_i,q})) \), in which \( f_2 = (u_i, q) \) and \( \theta_{f_2}^R \) are as before. Now we arrive at Eq. (6) and (7) in changing Eq. (13) to Eq. (17).

\(^2\) In consistency with Eq. (13), we tacitly assume that \( \theta_{f_1}^A = \theta_{f_1}^B = \theta_{f_2}^R = 0 \), similarly hereinafter.
4. EXPERIMENTS

In this section, we conduct experiments on the advertisement data of a commercial search engine. Four different metrics have been employed to verify and compare the accuracy for different click models. At the same time, we had an additional test on the web search data in the last sub-section.

4.1 Experimental Setup

We implemented the Cascade model [7], the Click Chain Model [10] and the Dynamic Bayesian Model [6] under the Bayesian inference framework Infer.NET 2.3 [18]. The global parameters, $\alpha_1, \alpha_2, \alpha_3$ in CCM and $\gamma$ in DBM are automatically studied using Bayesian inference, and the details of which can be found in the Appendix. For the cascade model, we ignored all the sessions with more than one clicks in the training data. Those three algorithms are employed as the baseline models and we ignored the examination-hypothesis-based ones such as UBM [8], because the most recent works have clearly suggested that the examination-hypothesis-based models are worse than the cascade-based ones [10] [6]. All the programs, including our General Click Model, are implemented in MS Visual C# 2008, and the experiments are carried out on a 64-bit server with 47.8 GB of RAM and eight 2.40 GHz AMD cores.

Next, we will introduce two datasets sampled from a commercial search engine that will be used in our experiment.

4.1.1 Advertisement Dataset

We collect three day’s click through data with ads clicks and url impressions and 12,691 queries are sampled. As stated before, we restrict ourselves to the results on the first page. If multiple clicks exist on a single page, we ignore the click order and assume the user clicks from top to bottom. We retrieve 4,530,044 query sessions and 16,268,349 url impressions from the log from Jul. 29th to Jul. 31st. The number of url impressions on a single page vary from 1 to 9 on this search engine, with an average of 3.6 url impressions in each query session. We use the first 68 hours of data to train and predict on the last 4 hours.

Following [10], we divide the queries according to the query frequency – the number of sessions in each query (see Table 1). We conduct experiments not only for the whole data set (Set “All” in Table 1), but also for individual frequency intervals Set 1 ~ Set 8. We discard Set 9 because the number of sessions for each query is so large that a simple model can predict it accurately. We employ 21 different attributes in our GCM for this dataset, including the user IP, the user country, the user agent, the local hour, the ad id, the ad category, the matched keyword, etc.

4.1.2 Search Dataset

Similar to the advertisement data, we retrieve a three-day log of web search results from Jun. 28th to Jun. 30th, and sample 7,568 queries with 959,148 query sessions and 8,813,048 url impressions. The first two days of data are used as the training set while the third day is used for testing. We classify the queries according to their frequency in Table 2. We ignore two 30,000+ frequency queries “google” and “facebook”, because nearly all the users simply click on the first result and close the session.

Regarding the lack of data, we have very limited attributes for this search dataset. Except for the query, url and position, we employ in GCM the following attributes: the user country, the user agent, the global hour and the domain of the url. A total of 7 attributes.

4.2 Evaluation on Log-Likelihood

A very common measurement of the accuracy for click models is the Log-Likelihood (LL), also known as the empirical cross entropy. For a single url impression, if the predicted click rate is $c$, the LL value is $\log c$ if this url is clicked, and is $\log (1 - c)$ if not clicked. The LL of a dataset with a number of query sessions is measured as the average LL on individual url impressions. A perfect click prediction has an LL of 0 and the larger this number indicates the better the prediction. Based on [10], the improvement of LL value $\ell_1$ over $\ell_2$ is computed as $(e^{\ell_1} - e^{\ell_2} - 1) \times 100\%$.

We demonstrate our LL test result for the advertisement dataset in Figure 5. The baseline algorithm equally predicts all url impressions with the same probability – the average probability over the entire test set. Being aware that the click probability for advertisement data is significantly smaller than for web search data, one may find that even the baseline algorithm’s LL value is very close to 0.

From Figure 5 we clearly see the superiority of our proposed GCM in the click prediction of advertisement data. We emphasize that GCM overwhelms the most recent click models CCM and DBN especially for tail queries – less frequent queries. This is expected because our model trains queries altogether, while prior works train the data by query, thus lacking the training data for tail queries. Our experiment also confirmed the result in [6] that DBN should perform better than the cascade model. On the entire dataset our improvement is 1.2% over CCM and DBN, and 1.5% over the Cascade model. We remark that this percentage is significant because ads data has a rather low click rate.
Our proposed CCM outperforms the cascade model with a
In Figure 6 we have compared the perplexity for different models.
The perplexity of the entire dataset is the average of
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### 4.3 Evaluation on Perplexity
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The perplexity of the entire dataset is the average of $p_i$ over all positions. A perfect click prediction will have a perplexity of 1 and the smaller this number indicates better prediction accuracy. The improvement of perplexity value $p_1$ over $p_2$ is calculated as $(p_2 - p_1)/(p_2 - 1) \times 100\%$ [10].

In Figure 6 we have compared the perplexity for different models. Our proposed CCM outperforms the cascade model with a 17.4% improvement, CCM with 12.9% and DBN with 12.1%. Again, the superiority is highlighted when the query frequency is low. We will illustrate the positional perplexity in the Section 4.5.

### 4.4 Evaluation on R2
In this experiment, we sort url impressions according to their predicted CTR, and then divide them into blocks of 1,000 url impressions each. In block $i$, we define $x_i$ the predicted CTR that is averaged over 1,000 individual impressions, and define $y_i$ the actual CTR that is the number of empirical clicks divided by 1,000. We then draw the x-y scatter graph for all the four models in Figure 7 and Figure 8. One may see that the points $(x_i, y_i)$ of GCM are the closest to $y = x$, and thus it has the highest click prediction accuracy. More precisely, we use the $R^2$ value to measure the prediction.

The coefficient of determination, also known as $R^2$, has been widely used in statistics to measure the linear relationship between two sets of data. For $(x_i, y_i)$, $R^2$ is calculated as the following (assuming $a = 1, b = 0$ in our case):

$$R^2 = 1 - \frac{\sum_{i=1}^{N}(y_i - ax_i - b)^2}{\sum_{i=1}^{N}(y_i - \bar{y})^2}$$

The larger $R^2$ indicates the more correlated $(y_i)$ to $x_i$, and thus the better performance of the model. An optimal value of $R^2$ is 1. Among the four models GCM does the most outstanding job, with an $R^2$ of 0.993, while Cascade, CCM and DBN receive 0.956, 0.939 and 0.958 respectively.

### 4.5 Evaluation on Bias
To distinguish between models on how well the position-bias is explained, we separately compare the prediction accuracies for different positions, on the basis of click probability (Figure 9) and position perplexity (Figure 10). In Figure 9, we averaged the click rates for all 9 positions, and compare them with the actual click rates. Results show that all the models accurately predict the click rate on the first two positions, while GCM is undoubtedly the best model to explain the click rate for the last four url impressions. Something worth noting is that
those global constants, $\alpha_1, \alpha_2, \alpha_3$ in CCM and $\gamma$ in DBN, are not associated with the position $l$. These variables force the click rate to decrease exponentially with $l$, while for advertisement data, this assumption is not necessarily true.

In Figure 10, we can also see that GCM is the best among the five. It has an improvement of 5.6% on the first position, and around 30% on the last position over CCM and DBN.

To work in concert with our discovery in Figure 1, we examined how well our GCM predicts the query sessions for different local hours. Though the test set we employ has a span of only 4 hours in the server time, the local hour of global users varies from 13:00 to 24:00. The results in Figure 13 show that our GCM successfully explained the local hour bias, while in contrast, DBN and CCM fail to explain the CTR drop for the midnight users.

At last, we compare the influences of all attributes incorporated in GCM and see which of them are the most important. Fix an attribute, we enumerate from all of its discrete values and retrieve a set of Gaussian distributions. Then, the standard deviation of those Gaussians’ mean values are calculated. According to our model, the larger this deviation, the more influential this attribute is. Results show that the three most influential attributes are the position, the match type (strongly related to the relevance) and the user agent (recall Figure 2).

### 4.6 Additional Test on Search Data

We have shown the overwhelming performance of our proposed GCM on ads data. As an addition to this paper, we hope to know how well it predicts the clicks in web search results.

In Figure 11 and Figure 12, we compared our proposed GCM with the most recent model CCM and DBN on the search data. The log-likelihood result and the perplexity result both illustrate that GCM does comparably well with the state-of-the-art models, and with a slight improvement on the low frequency query set, as expected. One thing worth noting is that DBN and CCM separately show their competence on high and low frequency data sets respectively, while GCM does well on all kinds of frequencies.

We regard the reasons for the insignificant improvement for search data as the follows, and we will do more investigation for this additional work in the future:

- Prior works focused on the search data and reasonably simplified the model. This enables the model to do well on the search data, but may fail in explaining the ads.
Based on the search data available to us, most of the important attributes we employed for the ads data are missing. We incorporate in GCM only 7 attributes for the web search data, in comparison with the 21 attributes for the advertisement data.

As mentioned by an anonymous reviewer, the problem of click mode in advertising is considered significantly harder than in web search. This is because the volume of the low amount of data available as well as the low CTR rates. So it is not surprising that a more complex model such as GCM does better than competitors on ad data and does not show improvements on search data.

5. DISCUSSIONS & FURTHER WORKS

We have seen that the prior works can theoretically reduce to our GCM, and at the same time, our model outperforms prior works in advertisement data. In this section we discuss some pros and cons and potential extensions.

To learn CTR@1. One of the most important by-products of the cascade click model is an unbiased CTR measurement assuming the url is placed at position 1. This value can be further used to improve NDCG [6], or build the auction for ads [9]. In our GCM, we can predict CTR@1 in this way.

CTR@1 can be learned in a similar way in our model. For a given url impression, assuming its position to be 1, some of the user-specific attributes are missing during the prediction, such as the local hour and user location. Under these circumstances, we may calculate the expected distributions $\mathbb{E}[A_i], \mathbb{E}[B_j]$ and $\mathbb{E}[R_i]$ over the distributions of all missing attributes. Practically, these distributions can be approximated by the empirical data. At last, $P(R_i > 0)$ is the probability of clicks if this url is put at position 1.

Using the variance. One important feature of GCM is that each attribute value is associated with a variance, attached to its Gaussian distribution. This value measures the significance of this attribute so we no longer need an extra confidence calculation such as the Appendix of [6]. If GCM is applied to the real-time search engine, this variance could be enlarged periodically, maybe once a day, because the web data keeps changing as time goes by.

Continuous attribute values. Our model assumes the attribute values to be discrete, however, there might exist some continuous attributes, e.g. the widely used BM25 score in ranking. One way to incorporate such an attribute is to divide continuous values into discrete bins, such as 1,000 equal-width intervals. A more straight-forward way is to modify Eq. (13) by adding multiplication terms such as $\theta_{BM25}^R \cdot x$, where $x$ is the BM25 value and $\theta_{BM25}^R$ is a global parameter that is independent of the value $x$. $\theta_{BM25}^R$ behaves as a dynamic weight associated to this attribute and can be learned by Bayesian inference.

Make use of the page structure. As stated in [6], we can make use of the pagination links on the search page in designing a more accurate Bayesian network. More importantly, in the ads distribution of our commercial search engine, url impressions are allocated in two different areas – the main line and the side bar. In our experiment, the actual CTR of the former is significantly larger than the latter. We will in our further work separate our Bayesian network into two parts which might better explain the area-bias of the CTR estimation in the advertisement data.

Running time. Our GCM achieved the result on the entire ads dataset in 10.3 hours and the entire search dataset in 2.7 hours. Under our implementation, CCM needs 2.1h/1.6h and DBN needs 1.2h/0.8h. We will investigate if any approximate Bayesian inference calculation exists that can help improve GCM’s efficiency. Meanwhile, the search engine can classify the queries and initiate a bunch of GCMs that work in parallel for different query sets, and thus makes GCM capable of handling billion-scale real-time data.

6. CONCLUSION

In this paper, we proposed a novel click model called General Click Model (GCM) to learn and predict user click behavior towards display urls on a search engine. The contribution of this paper is three-fold. Firstly, different from previous approaches that learn the model based on each individual query, GCM learns the click model based on multiple attributes and the influence of different attribute values can be measured by Bayesian inference. This advantage in learning helps GCM to achieve a better generalization and lead to better results, especially for the tail queries. Secondly, most of the existing works only consider the position and the identity of url when learning the model. GCM considers more session-specific attributes and we demonstrate the importance of these attributes to the final prediction. Finally, we found most of the existing click models can be reduced to GCM by assigning different parameters.

We conducted extensive experiments on a large-scale commercial advertisement dataset to compare the performance between GCM and three state-of-the-art works. Experimental results show that GCM can consistently outperform all the baseline models on four metrics.
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9. APPENDIX

9.1 Our Implementation to Prior Work

For better comparisons between models, we equally employ the Infer.NET framework for all baseline programs. Inspired by the code to a very similar model of DBN [17], we implemented Cascade, CCM and DBN in the way that the probabilities are assumed to obey Beta distributions. At the beginning of the program, all those distributions are set to a uniform Beta(1,1), and they will be updated according to Bayesian inference [16].

![Figure 14. The factor graph of Cascade model under Infer.NET when M = 3.](image)

We first look at the Cascade model, we draw the factor graph of the Bayesian network assuming $M = 3$.

In Figure 14 we see that the relevance $r_0, r_1, r_2$ obey the given Beta distributions $\beta_0, \beta_1$ and $\beta_2$, respectively, and the binary events $R_0...R_2$ are defined according to the Bernoulli distribution $P(R_i = 1) = r_i$. Based on Expectation Propagation, posterior distributions of $r_0, r_1, r_2$ can be approximated by new Beta distributions using Infer.NET, and will be used as the prior distribution for the next query session.

In our implementation, we not only require the relevance $r_{u,q}$ and the satisfaction rate $s_{u,q}$ to follow Beta distributions, at the same time, we let $\alpha, \alpha_2, \alpha_3$ in CCM and $\gamma$ in DBN satisfy their corresponding Beta distributions. They will be inferred by the Expectation Propagation process and automatically adjusted during the experiment.

Notice that our implementation of CCM discards the infinite-chain assumption, and thus runs slower than it has been reported in [10]. For DBN, we have not followed the EM steps according to [6], and used Bayesian inference instead. This is because we want to compare the models rather than the optimization methods.