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Abstract
The cross-market recommendation aims at recommending relevant products to users in a target market by leveraging data from similar high-resource markets. Although recommendation has been widely studied in the literature, the biases of the individual markets limit the generalization of model learned on individual market. Based on the experimental data provided by the WSDM Cup challenge, we study data on various markets and propose a learning to rank model by combining the individual similarity as well as the structural feature. More specifically, We first benchmark several collaborative filtering methods using a single target market data, including a lot of the classic approaches as well as the advanced approaches. Then we fit some of these approaches to a cross-market use. Finally, we use learn2rank method to fuse all the methods mentioned to boost the performance. We get 0.6746 on the leaderboard which is the third place of the challenge. The source codes have been released at https://github.com/miziha-zp/BiuG-XMRec-WSDMCup22.

CCS Concepts:
• Information systems → Data mining;
• Computing methodologies → Knowledge representation and reasoning.
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1 Introduction
The cross-market recommendation aims at recommending relevant products to users in a target market by leveraging data from similar high-resource markets. The WSDM Cup 2022 track 3 Cross Market Recommendation focuses on improving recommendations to users in target markets (e.g., markets with scarce resources) by using data from similar high-resource markets to recommend relevant products, e.g., using data from U.S. markets to improve recommendations in target markets.

Recommendation in individual market has been widely studied in the literature, where methods including collaborative filtering, graph neural network and feature engineering have achieved tremendous success. A naive way for cross-market recommendation is that unify the data from different sources and apply existing success methods. However, the user-product interaction data and the user comment data may convey certain biases in individual markets.

In this paper, we provide our solution to the Cross Market Recommendation challenge. The general idea is to utilize four groups of representative methods, namely item similarity based methods, user similarity based methods, matrix factorization based methods and graph neural network based methods. We consider the characteristics of cross market recommendation and borrow idea from the domain adaptation and meta-learning. More specifically, we made corresponding adaptations for some of methods so that they can well fit the problem setting. Finally, we use a learning to rank framework to make the best of these methods in a unified framework.
2 Pipeline

2.1 Dataset

The challenge provides user-item interactions with ratings as training data from three source markets, respectively s1, s2, s3, and two target markets data, respectively t1, t2. One interaction of every user in both source markets and target markets is split for validation, another interaction of every user in target markets is split for the test. A 5-core version dataset is provided to further facilitate the data preprocessing burden, which filtered users and items with less than five interactions.

2.2 Evaluation

The goal is to have the best possible recommender system in terms of NDCG@10 on the target markets t1 and t2. The NDCG is defined as:

\[
\text{NDCG} = \frac{1}{|U|} \sum_{i \in U} \frac{\text{DCG}_i}{\text{IDCG}_i}
\]

where \(\text{DCG}_i\) is defined as follow and \(\text{IDCG}_i\) is the ideal value of \(\text{DCG}_i\) coming from the best ranking:

\[
\text{DCG}_i = \sum_{j \in \text{Con}(i)} \frac{1}{\log_2 (\text{rank}_{ij} + 1)}
\]

Similar to [1], for every user in t1 and t2, score every item from the 100 candidate items, so as to get the best mean NDCG@10 of all users across the two markets. HR@10 is also considered for information purposes. For that, one can use the data on these markets and also get help from the data available from the source markets s1, s2, and s3.

3 Methodology

Despite the good results FOREC[2] achieved, it only studied to adapt NFM-like method[5] to this task. How to apply other CF methods to solve this cross market task has not been investigated. We first benchmark the performance of the classic CF approach in the case of using only the target market. Then we try to apply other CF methods to solve this cross market task. Finally, we used the learn2rank method to combine these methods to get the best results. We introduce our solution using the three sections below.

- We first benchmark collaborative filtering method on a single market, including a lot of the classic approaches as well as the advanced approaches.

- Then we try to fit some of these approaches to a cross-market use.

- For greater performance, we use a learn2rank method to fuse all the scores mentioned above.

3.1 Collaborative Filtering Method

In this section, we select some CF methods that have been widely proven to be effective to benchmark because there is so much research in this area in recent years.

3.1.1 Item Similarity Based Method. Inspired by [10][1], We score candidates using statistical information related to their similarities to items that users have historically interacted. For instance, \(N(u) = \{i_1, i_2, ...i_p\}\) is the items set that user \(u\) interacted. \(S(u, i) = \{s_{i_1, i}, s_{i_2, i}, ...s_{i_p, i}\}\) is the similarities set, where \(s_{i,k}\) is the similarity between item \(i\) and item \(N(u)_k\). We used some statistical information from \(S(u, i)\) as the final scoring. For the similarity calculation between the two items, different ways are adapted by us. We are surprised to find that the performance of these very simple methods can exceed those of the so-called state-of-the-art methods.

- IOU,intersection of union between the users set of two items.

- Cosine Multi-hot,cosine similarity between multi-hot representation of the users collections of two items.

- Cosine Item2vec, cosine similarity between the items vectors, which is gotten from the [1]

For the statistics for this similarity sequence, max, mean, std, median, length, 5%, 95% are adapted. We empirically find that IOU with mean may be the best choice.

3.1.2 User Similarity based methods. Similar to these item similarity based methods, we use the similarity between the users who have historically purchased the candidate and the users we want to serve to score. These methods are slightly inferior to those item similarity based method.

3.1.3 Matrix Factorization(MF) based methods. Rendle et al.[14] systematically and fairly tested those embedding based methods[14][7][5]. They show that with a proper hyper-parameter selection, a simple dot product substantially outperforms those MLP based methods. They provide invaluable experience in parameter tuning, for instance, a larger embedding size often achieves better results with proper regularization and learning rate. So we set embedding size as 2048, learning rate as 0.001, and weight decay as 0.005, for both t1 and t2. Different from [14], we adapt a BPR loss[13] instead of Binary Cross Entropy loss, set batch size as 8192 instead of 1 and a standard dot product MF is used instead of a MF with user and item bias term[12]. We empirically find that such a simple method MF achieves better performance than those similarity based methods and those so-called state-of-the-art methods.


LightGCN simply removes the feature transformation and nonlinear activation in NGCF[16] which is empirically proved unnecessary. We carefully tune the parameters of LightGCN including embedding size, the layer of graph convolutional network (GCN), learning rate, weight decay, and batch size. Similar to MF, a larger embedding size can achieve
greater performance significantly. Finally, we set the parameters as MF and ensemble three models with different layers (respectively 3, 4, 5). LightGCN is the best CF method in our benchmark, which gets validation score 0.698 for t1 and 0.607 for t2.

UltraGCN [11] is an ultra-simplified formulation of GCNs, which skips infinite layers of message passing for an efficient recommendation. The UltraGCN has too many hyper-parameters. We only tune the hyper-parameter contained in MF and find that it is hard to get a better result than MF.

GF-CF [15] is a simple and computationally efficient method. GF-CF develops a general graph filter-based framework for CF, built upon the closed-form solution. We run the code from the author and the result is worse than MF.

3.1.5 Other Method. We also run other four methods including EASE-r, ItemKNN, SLIM, Item2vec from the collection Open-Match-Benchmark [9], which has collected many classical as well as advanced CF methods. We did not find an impressive approach in these benchmarks.

3.2 Cross Market Recommendation

[2] investigate the problem of cross market recommendation and proposed a NMF based methods named FOREC, which took advantage of the thoughts of domain adaptation and meta-learning. But other CF methods to solve this cross market task have not been investigated. In the section, we describe some of the efforts we have made. Some benchmarking results are shown in the Table 1.

3.2.1 Item Similarity Based Method for Cross Market.

As mentioned above, the similarity between two items can be the IOU of the collections of users who have bought these items. When it comes to the cross market setting, users in the source markets are considered to add to the collections. We simply take all the users in both the source markets and target markets into the collections, and then the score for t1 is improved from 0.676 to 0.686, and for t2 is improved from 0.556 to 0.566.

3.2.2 User Similarity Based Method for Cross Market.

Similar to the above section, we take all the users in both the source markets and target markets into the collections. We have empirically found that this can also improve the performance of those user similarity based methods.

3.2.3 Other Attempts.

We also benchmark the MF++ and NFM++ mentioned in [2], which take the source market data into the training process to improve the performance. But we empirically found that when the embedding size is large enough, the data from source market can hardly improve the performance and even disrupt its performance.

3.3 Learning to Rank

Using the single market based and cross market CF methods above, we can get the scores for every user-item pair of both validation data and test data, then we train a ranking model using validation data. LightGBM, short for Light Gradient Boosting Machine, is a free and open source distributed gradient boosting framework [17] for machine learning originally developed by Microsoft [8]. We adapt a lambdaRank loss [3] for the ranking, which significantly improved performance by 0.005 compared to a logloss. Follow [4], 7-fold cross-validation is applied to get offline score. The leaderboard result is the average of the 7-fold predictions. To alleviate the problem of data scarcity and to improve the generalization ability of the model, we train a single LightGBM ranker using both market t1 and t2 data. The overall framework of our solution is shown in Figure 1.

In order to get a higher score further, we took some reasonable tricks: First, we just concatenate train and train5core
data and remove the duplicate sections as our train data. Second, when scoring for test data, we add validation ground truth data to train.

4 Conclusion & Future Work

In this paper, we have introduced an empirical method for the Cross-market Recommendation of the WSDM Cup 2022. Our team BiuG was ranked third place on the final leaderboard. We tested several methods of success in the individual market recommendation, then adapt some of them to the cross market setup. Finally, we use a ranking model to synthesize all of the above methods. Despite the good results that have been achieved, we believe that a more simple and universal approach to adapting those popular methods can also be proposed in the future.
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Table 1. Some benchmarking results of individual recommendation methods.

<table>
<thead>
<tr>
<th>Market</th>
<th>T1</th>
<th>T2</th>
</tr>
</thead>
<tbody>
<tr>
<td>LightGCN</td>
<td>0.698</td>
<td>0.086</td>
</tr>
<tr>
<td>MF</td>
<td>0.690</td>
<td>0.785</td>
</tr>
<tr>
<td>UltraGCN</td>
<td>0.681</td>
<td>0.780</td>
</tr>
<tr>
<td>GF-CF</td>
<td>0.675</td>
<td>0.761</td>
</tr>
<tr>
<td>XM-Itemcf-iou-mean</td>
<td>0.686</td>
<td>0.782</td>
</tr>
<tr>
<td>Itemcf-JOU-mean</td>
<td>0.677</td>
<td>0.761</td>
</tr>
<tr>
<td>LightGBM</td>
<td>0.725</td>
<td>0.826</td>
</tr>
</tbody>
</table>